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Molecular Dynamics Simulations of Methane Hydrate Decomposition’
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Molecular dynamics simulations have been carried out to study decomposition of methane hydrate at different
cage occupancies. The decomposition rate is found to depend sensitively on the hydration number. The rate
of the destruction of the cages displays Arrhenius behavior, consistent with an activated mechanism. During
the simulations, reversible formation of partial water cages around methane molecules in the liquid was observed
at the interface at temperatures above the computed hydrate decomposition temperature.

I. Introduction

Gas hydrates are crystalline inclusion compounds in which
water cavities encage guest atoms or small molecules.! There
are three main classes of hydrate structures: s, sII,>* and sH,*
with the type of hydrate formed depending on the size and nature
of the guest molecules. Methane hydrate formed under high
pressure and at moderately low temperatures adopts the sl
structure comprised of dodecahedral (5'%) and tetrakaidecahedral
(5'26) water cages with methane molecules occupying both size
cages. The unit cell contains 46 water and 8 methane molecules
at 100% occupancy.

Methane hydrate occurs in vast quantities in permafrost
regions and oceanic sediments where cold temperatures and
elevated pressures favor its formation.'> Estimates indicate that
the amount of gas in hydrates may be up to twice as large as
the methane equivalent of all fossil fuel deposits and exceed
conventional gas resources by an order of magnitude.! Such
quantities may have profound implications for climate change
and, if economically recoverable, energy supply. The natural
release or production of methane from hydrate-bearing sediments
involves decomposition of the solid hydrate to water and gas,
typically by depressurization and/or thermal stimulation,' and
transport of this to the ocean, atmosphere, or, in the case of
production, a collection well. Methane hydrate decomposition
relative to production processes has been studied by laboratory
experiments'®~'3 and field scale simulations have recently been
published.'o~ 18

Molecular dynamics (MD) and Monte Carlo simulations have
proven especially useful for elucidating various properties of
methane hydrate. For example, in a recent study from our group,
MD simulations were used to investigate the thermal properties
of methane hydrate and helped to validate new experimental
values for thermal conductivity'® and to provide insight into
the reasons for its anomalous behavior as compared to ice.?
Several MD and Monte Carlo (MC) simulations of methane
hydrate formation and dissociation have been reported,?' = but
many issues still remain to be resolved, with different studies
often reaching different conclusions. Rodger and co-workers®*
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analyzed methane hydrate formation during ~10 ns trajectory
runs with the SPC force field* and found several occupied 5'2
cages at the end of the simulations. They also used the local
molecular harmonic model® to estimate critical cluster sizes
for the nucleation of the methane hydrate crystal. Kuhs et al.?’
used MD simulations and the KKY force field”’ to study phase
interface behavior of methane hydrate with water under tem-
peratures below the KKY computed melting point of hexagonal
ice (Ih). The thermal conditions employed in that study promoted
rearrangements of adsorbed water molecules at the interface with
a tendency to complement open cages. Rodger® studied methane
hydrate decomposition using the SPC model under mild melting
conditions, 15 to 20 K above the computed hydrate decomposi-
tion point, and found ice- and hydrate-like structures in the water
phase; however, no significant clustering was observed. Béez
and Clancy?® performed MD simulations of methane hydrate
particles containing up to 400 water molecules by using the
SPC/E model* and found that hydrate decomposition proceeded
in a stepwise manner and was determined by the decay of open
cages at the hydrate interface. English et al.>® used MD
simulations with the polarizable TIP4P-FQ water model*® to
study spherical methane hydrate crystallites in contact with pure
water and water—methane mixtures at 7= 277 K and P = 6.8
MPa. These authors found that the decomposition rate does not
depend strongly on the cage occupancy over the 80—100%
occupancy range and that the rate-controlling step of the hydrate
decomposition involves diffusion of methane molecules from
the crystal surface into the liquid phase.

In the present work, thermally induced decomposition of
methane hydrate in coexistence with liquid water is studied.
The presence of a liquid phase at the interface removes the
undesired effects of superheating or supercooling of the solid
phase.*0 The coexistence method provides a straightforward
way to determine the dissociation or melting point of an
interface. The simulations are carried out with 100%, 95%, and
85% initial methane occupancy of the hydrate cages, and at a
pressure of 6.8 MPa, which was previously used in experimental
studies of methane hydrate dissociation at the National Energy
Technology Laboratory (NETL).» The present simulations
differ from those discussed above in that longer simulation times
are employed and the force field used allows for explicit
polarization of the water molecules. The information gained on
the dependence of the rate of hydrate decomposition on the cage

U 2009 American Chemical Society

Published on Web 01/07/2009



1914 J. Phys. Chem. A, Vol. 113, No. 10, 2009

Myshakin et al.

Figure 1. The initial simulation box used in the simulations of the melting of ice Ih.

occupancy could facilitate improvements in the kinetics experi-
ments in models used to predict hydrate dissociation in
sediments at laboratory and reservoir scale. Simulations were
also carried out on the ice /h/liquid water interface. These serve
as a validation of the computational procedures.

II. Computational Details

i. Force Field. The charge-on-a-spring (COS/G2) force field"!
was used for water in both the hexagonal ice/water and methane
hydrate/water simulations. This force field employs rigid
monomers, positive point charges located on the H atoms, and
a countering negative point charge on the so-called M site
located on the rotational axis, displaced 0.22 A toward the H
atoms. Polarization is described by use of a mobile point charge
attached harmonically to the M-site,*' and Lennard-Jones (LJ)
12-6 interactions are employed between O atoms to account
for short-range repulsion and long-range dispersion interactions
between water molecules. The methane molecule was described
by a rigid five-site nonpolarizable model, with partial charges
located on the C and H atoms of methane to reproduce its
electrostatic potential and a Lennard-Jones site located on the
C atom. The charges and Lenard-Jones parameters for methane
are from ref 42. The Lorentz—Berthelot combination rules*
were used to determine the parameters for the Lennard-Jones
interactions between the water and methane molecules. Ewald
summation** was used to account for long-range electrostatic
interactions. The Fourier part of the Ewald sums was evaluated
by using the particle mesh Ewald method (PME) of Darden
and co-workers.**® The cutoff radius for the LJ interactions
was chosen to be 9 A for the hexagonal ice/water system and
10 A for the methane hydrate/water system, with the corre-
sponding switching distances being 7.5 and 8.5 A. Due to the
use of cutoffs for the LJ interactions, long-range dispersion
corrections for energy and pressure were applied. The GRO-
MACS package*” was used to perform the MD simulations.

ii. Ice/Water Simulations. The preparation of the initial
configurations for the hexagonal ice/water simulations was
accomplished by use of NVT simulations, while the production
runs were performed in the NPT ensemble. In the latter
simulations, pressure was controlled by a Parrinello—Rahman
barostat*®*° with a relaxation time of 4 ps and temperature was
controlled by a Nése—Hoover thermostat®®! with a relaxation
time of 2 ps. Use of the barostat allows the simulation box to
readjust its dimensions in response to phase transformation. The
simulation boxes were designed so that the melting occurs in
the z-direction normal to the interface. A time step of 1 fs, which
is small enough to avoid errors from the constraints, was used
in the simulations of the hexagonal ice/water system.

The procedure of ref 52 was used to generate a hexagonal
ice (Ih) sample with a dipole moment close to zero. The
secondary prismatic {1 1 —2 0} plane, which is reported to be
the fastest growing face of hexagonal ice,’® was put in contact
with the liquid water. The initial configuration had 432 water
molecules in the solid phase and 438 water molecules in the
liquid phase. The initial configuration was prepared by using a
procedure analogous to that used for the methane hydrate/water
system and described below. The last step in the preparation of
the hexagonal ice/water system involved a 50 ps relaxation run
in the NPT ensemble at a temperature of either 235 or 245 K
and a pressure of 1 atm. This resulted in a simulation box with
dimensions of about 22 x 23 x 54 A, The simulation box
was chosen to be orthogonal, although an orthorhombic
presentation is also possible (Figure 1). Periodic boundary
conditions (PBC) were applied in all directions, with the
z-direction being taken normal to the solid/liquid interfaces.
Thus, the ice slab is of infinite extent in the x and y directions
and has two liquid interfaces. Given the anisotropy of the
hexagonal ice crystal and the sizable density change that occurs
upon melting of ice, anisotropic pressure coupling allowing
independent fluctuations of the three box lengths was used in
the simulations. The off-diagonal compressibility values were
set to zero to retain a rectangular box. The production runs were
carried out for 10 ns.

iii. Methane Hydrate/Water Simulations. In the simulations
of methane hydrate decomposition, the hydrate crystal was
comprised of structure I unit cells belonging to the cubic space
group Pm3n with a lattice constant of 12.03 A A4x3x3
supercell was created containing a total of 36 unit cells with
near-zero net dipole moment and satisfying the Bernal—Fowler
rules.>* This supercell was then used to created the hydrate slab
with infinite extent in x and y directions and two interfaces.
Incomplete open cages, which promote decomposition at the
beginning of the simulations, were introduced at the interfaces.
Three methane hydrate models with 100%, 95%, and 85% cage
occupancies were prepared (models 1, 2, and 3, respectively).
Model 2 best represents the occupancy typical of naturally
occurring methane hydrate, with the large and small cage
occupations being chosen to be consistent with the experimental
data reported by Sloan et al.™ For Model 3, the distribution of
methane between large and small cavities was computed by
using eq 6 of ref 55, which connects the hydration number and
large and small cage occupancies (Table 1). A liquid water layer
consisting of 188 water molecules at a density of 1 g/lcm® was
then concatenated to the solid hydrate in the z-direction.

The simulation box under periodic boundary conditions was
equilibrated by using the following procedure. The hydrate phase
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TABLE 1: Cage Occupancies in the Hydrate Crystal and Number of Molecules in the Simulations

water in water in total

% occup. 0, 0s° liquid hydrate methane molecules
model 1 100 1 1 1188 1296 243 2727
model 2 95 0.97 0.87 1188 1296 230 2714
model 3 85 0.87 0.77 1188 1296 206 2690

@0y, Os: fractional population of large and small cages, respectively.
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Figure 2. A portion of the initial simulation box representing the
interface between the methane hydrate lattice and liquid water.
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was frozen and MD simulations were run for 100 ps in the NVT
ensemble at 7 = 900 K, allowing the liquid phase to be
equilibrated. The water molecules in the liquid phase were then
frozen, and the methane hydrate was allowed to equilibrate in
an NVT simulation for another 50 ps at the temperature used
in the subsequent production run. During this portion of the
equilibration no diffusion of methane molecules from the open
cages to the liquid was detected. This step was followed by a
50 ps NPT simulation of the entire system at the same
temperature, P = 6.8 MPa, and using the weak coupling
Berendsen thermostat and barostat®® to readjust the box dimen-
sions and to relax the solid/liquid interface. This resulted in
simulation boxes of about 36 x 36 x 73 A®in size. A portion
of the simulation box showing the solid/liquid interface is
depicted in Figure 2. The numbers of water and methane
molecules used in the simulations are reported in Table 1. The
total numbers of molecules are 2727, 2714, and 2690 for models
1, 2, and 3, respectively. Below the ice point dissociation of
methane hydrate is dictated by an “ice-shielding” mechanism
in which the diffusion of methane molecules through a porous
ice layer formed during the decomposition of hydrate is the
controlling step.”’ % In the present study, the lowest simulation
temperature used for methane hydrate decomposition is signifi-
cantly above the ice point associated with the COS/G2 force
field, which avoids ice layer formation.

Production runs were carried out for 16 ns in the NPT
ensemble, with semiisotropic pressure coupling permitting the
z-dimension to fluctuate independently from the x and y
directions. Pressure was controlled by a Parrinello—Rahman
barostat*®*° with a relaxation time of 4 ps and temperature was
controlled by a Nése—Hoover thermostat>®! with a relaxation
time of 2 ps. A time step of 2 fs was used in the simulations.

iv. Analysis of Structures. To monitor the kinetics and to
elucidate the mechanisms of melting of ice /4 and of methane
hydrate decomposition, an algorithm employed previously by

23,61 1 25,62

Béez and Clancy and by English et a was used to
identify whether individual water molecules are in the liquid
and solid (ice or hydrate) phases. In this approach, an angular
order parameter, F,

(Icos 6,lcos 6, +0.11)*
=1 k=Tl

ey

is calculated for each water molecule. In eq 1, n; is the number
of water molecules in the first solvent shell of the water molecule
i, and j and k are indices running over these nearest neighbors,
and 0j; is the angle between the O atoms of the j, i, and k
monomers. For molecule i there are n,(n; — 1)/2 independent
triplet angles. For tetrahedral bonding, there are six angles and
the cosine of the angle 6} is close to —0.33. Thus, F; provides
a measure of deviation from perfect tetrahedral coordination
(F = 0) and serves to distinguish solid-like (F < 0.4) and liquid-
like (F > 0.4) water molecules.?> 2>61:62 Fyrther differentiation
of ice-like and hydrate-like water molecules is based on
identification of cyclic pentamers, which are present in the
hydrate and absent in ice /h. In hydrates water molecules
participate in shared vertices of four, five, or six cyclic
pentamers. Thus, a water molecule is considered to be ice-like
if ¥ < 0.4 and is not participating in any five-membered rings,
and hydrate-like if F > 0.4 and forms part of four, five, or six
cyclic pentamers.

After the initial assignment to liquid, ice, or hydrate phase,
water molecules are reclassified according to the phase identity
of their neighboring water molecules,% so that if a given water
molecule has a phase identity different from that of three or
more of its neighbors, the phase identity of the molecule in
question is reassigned. A methane molecule having more than
ten hydrate-like water molecules within a distance of 5.5 A is
considered to be a part of the hydrate crystal.* These criteria
were found to provide a suitable recognition for bulk phases of
hexagonal ice, methane hydrate, and liquid water.?>5!

III. Results

i. Ice/Water. Figure 3 reports the total energies of the ice/
water system during 10 ns simulations at 7 = 235, 240, and
245 K and P = 0.1 MPa. Simulations at P = 6.8 MPa gave
nearly the same results as those at P = 0.1 MPa, in agreement
with the weak experimental dependence of the melting point
of Ih ice on pressure.% For the 7 = 240 and 245 K simulations,
the energy is found to increase with time, reflecting the melting
of ice.

Figure 4 reports the number of water molecules in the ice
phase as a function of time for each of the three temperatures.
At T = 235 K, the number of water molecules in the ice phase
remains constant over time, except for small fluctuations about
the average. However, at T = 240 and 245 K, significant
decomposition of the interface of the ice crystal has occurred
within 1 ns of simulation time. The interface movement is
readily apparent from examination of its variation along the
length of the simulation box. Figure 5 reports the density profiles
averaged over 30 ps intervals at representative time points from
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Figure 3. Total energy vs. time for NPT simulations of the ice/liquid
water system at P = 1 bar and 7 = 235, 240, and 245 K.
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Figure 4. N,., the number of water molecules in the ice phase, as a
function of time for the T = 235, 240, and 245 K simulations. The
linear fits to the data are reported, with the lengths of the lines indicating
the range of data employed in the fitting. The number of water
molecules entering the liquid phase per nanosecond and the r values
from the linear regression analysis are also reported.
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Figure 5. Density profiles along the simulation box of the ice/liquid
water sample for the 7 = 245 K simulation. Densities (mean values
averaged over 30 ps) are reported at the beginning of the simulation
and after 5, 8, and 9 ns.

the 7= 245 K simulation. It is clear from this figure that at T
= 245 K, the solid ice phase has completely melted within 9
ns.

To more precisely determine the melting point (7;,) of ice as
described by the COS/G2 model, simulations were carried out
for a series of temperatures near 235 K. These simulations give
a melting point of 236 + 2 K, appreciably below the experi-
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TABLE 2: Melting Point (K) of Ice Obtained by
Simulations with Direct Coexistence of the Solid and Liquid
Phases Together with the Results from Free Energy
Calculations and Gibbs—Duhem Integration

model interface coexistence’ free energy”
SPC/E 21302y 215(4)"
TIP4P 229(2)% 232(2)%
TIP5P 271(2)% 274(6)°
COS/G2 236(2)°

“The statistical uncertainties in the various calculations are
indicated in parentheses. ” Reference 65. ¢ Present study.

mental value of 273.15 K. Table 2 reports the melting point of
ice obtained with several common water models. From the table
it is seen that the SPC/E and TIP4P models underestimate the
melting temperature by even more than the COS/G2 model. The
melting point obtained with the five-site TIPSP water model,*
which was parametrized to accurately match the temperature
of the density maximum of the liquid, is closest to experiment.
Even though the COS/G2 model significantly underestimates
the melting point of ice, it is more successful at predicting the
decomposition temperature for methane hydrate, as will be
shown in the next section.

ii. Methane Hydrate. The approach used above for ice was
also employed to calculate the decomposition temperature of
methane hydrate as described by the COS/G2 model, giving
Teq =268 £ 3 K at P = 6.8 MPa for 95% cage occupancy, in
reasonable agreement with experimental values summarized by
Sloan and Koh,' i.e., 282.6 K at 6.77 MPa. This is consistent
with the conclusion of ref 67 that the COS/G2 water model
provides a good description of methane hydrate. Calculations
to determine the decomposition temperatures for the 85% and
100% cage occupancy cases were not undertaken as T, is not
expected to depend strongly on the occupancy within a
85—100% range, and these values are not needed for the
subsequent analyses.

The temperature dependence of methane hydrate dissociation
was investigated by carrying out simulations at 7 = 265, 272,
2717, 280, 290, and 300 K. The decomposition of the hydrate is
characterized by a breakdown of the hydrogen bond network
of the hydrate lattice and the diffusion of methane molecules
from partially open cages into the liquid phase. These processes
are evident from the evolution of the OO, CO, and CC radial
distribution functions (RDFs). As shown in Figure 6, the
structure in the RDFs associated with the methane hydrate lattice
is gradually washed out, being essentially totally lost by 6 ns
in the 7= 300 K simulation. The peak at short distances in the
C—C pair distribution function that increases with simulation
time is a consequence of supersaturation of the liquid phase.

Figure 7 reports the number of methane molecules remaining
in the hydrate phase as a function of time for the simulations at
T = 265, 280, 290, and 300 K and for each of the three
occupancies. Linear fits of the data are used to determine the
rates of the methane hydrate decomposition. The data used for
fitting were several nanoseconds in duration, from the beginning
of a production run until the rates start oscillating or until the
last stage of melting (for 7 = 300 K) (the reasons for the
oscillations will be discussed below). From the average interface
area of the moving plane between liquid and solid phases, it is
straightforward to determine the rate of methane release in more
usual units of moles of CH,4 per square meter per second. The
results are reported in Table 3. Another convenient way to
characterize crystal decomposition is to use the interface
response function (IRF) introduced by Wilson and Frenke] %%
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Figure 7. Numbers of methane molecules remaining in the solid
hydrate phase as a function of time for the MD simulations at 7 =
265, 280, 290, and 300 K are shown in parts a, b, ¢, and d, respectively.
Linear fits to the data are depicted, and the r values from the linear
regression analyses are reported.

The IRF is associated with the velocity at which the interface
boundary moves as a function of a driving force (deviation from
the decomposition temperature in this work). To determine the
IRFs, the mass of methane hydrate decomposed per square meter
per second was calculated by using the hydration number
together with the corresponding computed densities of the bulk
hydrate phase.

An alternative approach to defining the movement of the
solid—liquid interface is based on the average order parameter
profile along the Z direction.”® To calculate the average order
parameter profile, the simulation box is divided into a number
of “slices”. Within each “slice”, each water molecule is assigned
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TABLE 3: Rates of Methane Release (R(CH,)) and
Interface Response Function (IRF) for Different
Temperatures and Cage Occupancies®

T, K % occupancy  R(CHy), 10° mol/m? s IRF, m/s
300 100 4.55 +0.38 0.63 £+ 0.04
(0.61 £0.16)
95 6.49 £+ 0.39 0.94 + 0.04
(0.80 £ 0.19)
85 8.31 +£0.39 1.32 +£0.04
(1.05 £ 0.15)
290 100 1.55 +£0.28 0.20 £+ 0.03
0.25 £0.11)
95 2.55+0.28 0.34 + 0.04
(0.31 £0.15)
85 3.36 +£0.33 0.49 £+ 0.03
(0.38 £ 0.09)
280 100 0.43 +£0.20 0.05 £ 0.02
(0.04 £ 0.03)
95 0.80 £ 0.21 0.10 £ 0.03
(0.07 £ 0.04)
85 1.16 £ 0.23 0.16 £+ 0.03
(0.11 £ 0.05)
277 100 0.20 £0.11 0.03 £ 0.02
95 0.32 £0.12 0.04 £ 0.02
85 0.79 £0.19 0.11 £ 0.02
272 100 0.13 £ 0.07 0.02 £ 0.01
95 0.20 £0.13 0.03 £ 0.02
85 0.30 £ 0.15 0.04 £+ 0.02
265 100 0.03 £ 0.04 0.003 £ 0.01
95 0.07 £ 0.08 0.01 £ 0.02
85 0.10 £ 0.08 0.01 £0.01

“The IRFs obtained via the order distributions are given in
parentheses.
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Figure 8. Order parameter distribution profiles of water molecules
along the length of the simulation box of the hydrate sample with 100%
initial occupancy during the decomposition reaction at 7= 300 K.
The curves were generated by using data from 20 ps averages around
the indicated times. The arrow indicates the direction of the interface
motion.

an order parameter of 1 for a molecule in the solid phase and
0 for a molecule in the liquid phase. Next, the sum of the order
parameters for the individual water molecules is divided by the
total number of water molecules in the “slice”. The resulting
average order parameter (Q) thus represents the fraction of water
molecules in the solid phase. Figure 8 reports typical average
order parameter profiles as a function of the z coordinate for
snapshot configurations for initial cage occupation of 100% at
T = 300 K. The results for each reported time (0, 0.5, 1.0, 1.5
ns) are averaged over 20 ps intervals. The Z positions (A)
corresponding to a 0.5 value of the average order parameter
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profiles were used to evaluate the IRFs. Up to six sets of average
order parameter profiles with different initial times were
computed in each case to improve the statistics. The resulting
IRFs for the 7= 280, 290, and 300 K simulations are included
in parentheses in Table 3. For the 7 < 280 K simulations, the
average order parameter profiles obtained in this manner had
large uncertainties and are not reported. From the results given
in Figure 8, the thickness of the interface layer between the
perfect hydrate crystal and the liquid phase is estimated to be
5—7 A, in good agreement with a previous estimate of 5 A.'

IV. Discussion

The results reported in Table 3 reveal a strong sensitivity of
the dissociation rate on the cage occupancy. Depending on the
temperature, a reduction of the cage occupancy from 100% to
95% causes a 50% to 90% increase in the long term rate of
methane release. The introduction of empty cages in the methane
hydrate crystal causes a destabilization of the lattice, which
promotes quicker hydrate decomposition due to the greater
instability of the empty cages compared to those containing
methane.'>>% A greater change in the decomposition rate is
found when the cage occupancy is reduced from 100% to 95%
than from 95% to 85%. These results confirm that the hydrate
lattice with 100% occupancy of the cages is especially stable
against decomposition. Introducing even a small number of
empty cages greatly enhances the kinetics of the dissociation
reaction. These results appear contradictory to those of English
et al.,”> who found in their simulations that the decomposition
rate does not depend sensitively on cage occupancy (100%, 90%,
and 80%). However, these authors considered the decomposition
of relatively small 10—12 A radius hydrate spheres, making
their simulations more relevant as a model for decomposition
of small hydrate nuclei rather than of bulk hydrate samples.
We note also that the experimental decomposition conditions
reported in the work of English et al. (276.65 K, 6.8 MPa) and
employed in their simulations are well within the thermodynamic
stability region for methane hydrate and are therefore in error.!
Indeed, at T = 276.65 K, the equilibrium decomposition pressure
reported in the literature is 3.7 MPa.! Finally, we note that
English et al.*® did not report T, for the TIP4P-FQ force field*
used in their simulations, further hampering a comparison of
their results with our data.

To describe the kinetics of hydrate dissociation Bishnoi and

co-workers!®!! proposed the following equation:
dx _ AE,
o= AK exp( T“)(fe = @

This equation connects the total surface area (A), intrinsic
reaction constant (Kj), temperature, activation energy (AE,), and
the fugacity of methane at equilibrium (f;) and at the interface
(fs). From the experimental dependence of the decomposition
rate on temperature, Bishnoi and co-workers!' deduced a value
of 81 kJ/mol for AE,. Our calculated rates are plotted vs. T in
Figure 9a. For the 100% and 95% occupancy cases, the rates
display Arrhenius-like behavior for temperatures above 277 K.
For the 85% occupancy case, Arrhenius behavior is seen for
temperatures greater than 272 K. However, at T < 277 K for
100% and 95% occupancy, and T < 272 K for 85% occupancy,
the dissociation rates depend linearly on temperature.

To elucidate the origins of this behavior and to analyze the
cavity breakup process in more detail, the methane molecules
are partitioned into three groups at the beginning of the
simulations: those inside closed 5'? (small) cages, those inside
closed 5267 (large) cages, and those associated with incomplete
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Figure 9. (a) Temperature dependence of k, the rate of methane release
during hydrate decomposition, for initial 85%, 95%, and 100% cage
occupancies. The insert shows on expanded scale the rates at the lower
temperatures. (b) Arrhenius plot for methane hydrate decomposition.
In determining the slopes, for 85% occupancy the 7' = 277, 280, 290,
and 300 K data points were used, and for 95% and 100% occupancy,
the 7' = 280, 290, and 300 K data points were used.

open cages at the interface. This partitioning is based on
application of the recognition procedure described above to
determine the number of hydrate-like water molecules within
55 A ofa particular methane molecule. A methane molecule
is assigned as inside a large cage if it is surrounded by 23 or 24
hydrate-like water molecules, and inside a small cage if it is
surrounded by 19 or 20 hydrate-like water molecules. The
remaining methane molecules are considered to be trapped at
the interface in open cages. This assignment is done once and
a further procedure monitors the number of hydrate-like
molecules within 5.5 A of a methane molecule. As soon as that
number falls below 10 a corresponding cage is considered to
be destroyed. This approach allows us to determine separate
decomposition rates for large, small, and open cages with guest
molecules.

Figure 10 reports the number of methane molecules in closed
5!2 and 5'%6 cages and in incomplete open cages at the interface
as a function of time and temperature. For low temperatures
(i.e., T =277 K for models 1 and 2 and 7' = 272 K for model
3), the closed hydrate cages essentially remain intact during the
entire 16 ns simulation time, and the kinetics is determined by
the methane molecules initially residing in open cages at the
interface (compare parts d and e of Figure 10). Obviously, for
sufficiently long simulation times, decomposition of the closed
hydrate cages would be observed at these temperatures. Inspec-
tion of the low temperature trajectories and the average order
parameter profiles (to locate the position of the interface
boundary) also confirms that the growing concentration of
methane molecules in the liquid is due to methane molecules
initially located at the interface. The switchover from linear to
exponential temperature dependence of the rate occurs at the
temperature at which the dissociation of the closed hydrate cages
becomes apparent in the simulations. The switchover temper-
ature is lowest for the 85% occupancy case because of the
destabilization of the lattice caused by the methane vacancies.

These results show that there are two regimes of hydrate
decomposition, one characterized by diffusion of methane
molecules out of partially broken (open) cages at the interface,
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Figure 10. Evolution of hydrate cages during simulations under
different conditions. The curves labeled “L” and “S” report respectively
the number of methane molecules in large 5'%6? and small 5'% cages of
the hydrate lattice. The curve labeled “O” reports the number of methane
molecules in open cages at the interface.

accompanied by decomposition of these cages, and displaying
a linear dependence of the dissociation rate on temperature, and
the other characterized by the further decomposition of the
hydrate crystal involving the closed cages and demonstrating
Arrhenius-like behavior of the rates. Escape of the methane from
the open cages occurs with no or very low barrier, whereas
decomposition of the water cages is associated with a high
energy barrier.

The calculated rates for the second regime were used to
compute activation energies with the Arrhenius equation:

Ink=1Ink, — (&)l 3)
O \RT

The logarithmic dependence of the calculated rates on inverse
temperature is illustrated in Figure 9b. These plots give
activation energies of 82.2 £+ 2.1, 73.2 £+ 2.4, and 70.6 £ 1.8
kJ/mol for 100%, 95%, and 85% cage occupancy, respectively.
The calculated value for 95% occupancy, which corresponds
to that of naturally occurring samples,' is 8 kJ/mol lower than
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the experimental value of 81 kJ/mol.'! This discrepancy most
likely reflects an inadequacy in the COS/G2 force field or in
the combination rules used to determined the methane—water
Lennard-Jones parameters.

The existence of an activation energy for the hydrate
decomposition process implies that there is a transition state
(or family of transitions states) for decomposition. In this regard,
the energy costs required to activate the small and large cages
of methane hydrate might be expected to be different.”"’> Gupta
et al.” have expressed the view that for this reason an activation-
controlled mechanism should result in a change of the ratio of
the occupancies of the small and large cages during hydrate
decomposition. The NMR studies of these authors showed that
the small/large cage occupancy ratio remained constant during
dissociation, which they took as indicating that the process is
not activation controlled. However, the NMR spectra were
recorded at P = 2.09 MPa and T = 269—271 K, i.e., below the
ice point and under a small (2—4 K) driving force for hydrate
decomposition (recall that 7., = 267 K). Under these conditions
the destruction of the hydrate host lattice is most likely
controlled by the diffusion of the methane molecules through a
porous ice layer.”® Thus, the NMR measurements do not
necessarily rule out an activated process for the decomposition
at temperatures above which ice can form.

Panels a—c of Figure 10 show that after closed large cages
begin to dissociate, there is a time delay before dissociation of
the closed small cages begins (see the pronounced plateaus in
the figures). Although this would seem to support a model with
different rates of decomposition for the large and small cages,
the time delay is, in fact, a consequence of the structure of the
hydrate lattice in which the first closed cages exposed to the
interface during decomposition are the large cages sharing
vertices with corresponding small cages located further inside
the crystal lattice (Figure 2). Typically, 16—22 closed large
cages decompose before the closed small cages begin to
decompose. This is in good agreement with the number (18) of
closed large cages at the interface. Since there are almost no
occurrences of cage collapse within the hydrate phase during
decomposition, it is not surprising that the closed 5'%6* cages
at the surface dissociate before any closed 5'% cages dissociate.
When both types of closed cages are dissociating, the rates are
indeed found to be different by close to a 3:1 ratio, consistent
with the ratio of 5'26% and 5'? cages in the hydrate cell. This
analysis shows that although the methane hydrate decomposition
process is activated, it is not accompanied by a substantial
change in the small/large cage occupancy ratio.

Further analysis of the evolution of methane molecules
initially residing in closed and open cages reveals unusual
behavior at long simulation times (Figure 10). Assuming
continuous decomposition of the hydrate crystal, the numbers
of methane molecules remaining inside each of the three types
of cages (counting the open cages at the surface) should decrease
monotonically. This tendency is indeed seen at the beginning
of the simulations (Figure 10). However, in many trajectories,
the methane population displays oscillatory behavior at times
beyond 6 ns, i.e., after a significant portion of the hydrate sample
has dissolved (Figure 10b—d). Examination of these trajectories
reveals that this behavior is a consequence of water molecules
in the liquid phase nucleating around methane molecules,
thereby forming partial hydrate cages. This nucleation process
occurs in the liquid phase in the vicinity of the moving interface
boundary as confirmed by monitoring the z-coordinate of the
methane molecules. Visual inspection of the trajectories reveals
that these methane molecules become trapped in fluctuating
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Figure 11. The number of methane molecules in open cages in the
hydrate phase at the hydrate/water interface (curve B) and the number
of pentamers in the liquid phase (curve A) at 7 = 290 K and 100%
cage occupancy vs. time. The dashed line indicates the beginning of
reversible crystal regrowth.
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Figure 12. The number of methane molecules in large 5'6* cages of
the hydrate lattice (curve B) and the number of pentamers in the liquid
phase (curve A), during the course of the simulation at 7= 277 K and
85% cage occupancy vs. time. The dashed line indicates the beginning
of reversible crystal regrowth.

partially open water cages connected to the rest of the dis-
sociating hydrate core. During the course of several hundred
picoseconds, some of these cages dissolve, while others grow.
In other words, the methane molecules act as nucleation centers
of new expanding cages, e.g., Figure 10b, curve “O”.

Since the elemental “building block” of the hydrate lattice is
the water pentagon, it is instructive to examine the number of
pentagonal arrangements of water molecules in the liquid phase
as a function of time. From Figures 11 and 12, it is seen that
the number of methane molecules associated with the hydrate
lattice and the number of pentagonal rings of water molecules
in the liquid correlate with each other for times up to about 6
ns for the conditions considered. The beginning of the oscilla-
tions in the decomposition rate is accompanied by a reduction
in pentagon accumulation in the liquid phase. The rate oscillation
is consistent with the theory for crystal growth,%% which
explains the maximum crystallization velocity in terms of two
factors: namely, the diffusion of molecules (in the present case,
methane) and the driving force of supercooling. In a recent
study, Kneafsey et al.'2 have observed a dramatic increase in
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the rate of hydrate formation upon reducing the driving force
by either dropping the pressure toward the equilibrium value at
the prevailing temperature or raising the temperature toward
the equilibrium value at the prevailing pressure. In our simula-
tions, high diffusion rates and supersaturated concentration of
methane at the interface allow methane to explore many sites
in the liquid, increasing the probability of sampling sites that
are favorable for crystal regrowth and promote hydrate cage
assembly. As the concentration of pentagons builds up, the
probability of cage development grows. However, under the
conditions of the simulations, the caged structures in the liquid
are unstable, resulting in oscillating behavior in the hydrate
decomposition rates. This process is anticipated in experiments
and may affect the overall rate of methane hydrate decom-
position.'>!3 At present, the source of water pentagons observed
in MD studies is not clearly understood. Their accumulation
could be provided by hydrate lattice decay or by methane
supersaturation at the interface promoting local water structuring.
One of the goals of our future research is to elucidate the role
of the dissolved guest and of the melted hydrate lattice in the
evolution of pentagonal rings of water molecules in the liquid
phase.

V. Conclusion

The kinetics and mechanism of methane hydrate thermal
decomposition have been studied for 100%, 95%, and 85%
occupancy of the hydrate cages. The presence of empty cages
substantially destabilizes the hydrate lattice and speeds up the
decomposition process. A decrease in cage occupancy from 95%
to 85% is calculated to lead up to a 30% increase in the rate of
decomposition. Most naturally occurring samples of methane
hydrate from permafrost have a cage occupancy near 95%.!

At temperatures only slightly above the decomposition
temperature, decomposition of the hydrate lattice is not observed
for our simulation times, but would be seen if the simulations
were run for sufficiently long times. During these short times
we do observe diffusion of methane molecules from preexisting
open cages. At higher temperatures, the calculated rates display
Arrhenius behavior consistent with the presence of barriers
associated with cage decomposition. The computed activation
energy is in good agreement with an experimental value. The
MD simulations reveal that the decomposition rates of the
hydrate lattice are constant during the first several nanoseconds
and after that demonstrate oscillating behavior. The oscillatory
behavior was attributed to reversible regrowth occurring at the
interface and accompanied by the increase of water pentagons
in the liquid phase. Under conditions of methane supersaturation
and substantial involvement of water molecules in pentagonal
arrangements, the methane molecules may act as nucleation
centers at the interface, even at temperatures above the equi-
librium point.

Simulations of hydrate decomposition at a reservoir scale
using computational fluid dynamics have recently suggested that
hydrate reformation is thermodynamically possible.!®"8 Ex-
perimental studies have also shown that the induction time
associated with such a process is reduced in the presence of
water that has experienced hydrate decomposition.'**~7¢ The
residual cyclic water pentamers observed in the present work
may be involved in promoting hydrate reformation and should
be considered in developing more accurate theoretical descrip-
tions of these macroscale processes.

Experimental studies provide evidence of so-called memory
effects, i.e., long-lived residual structures in the liquid phase
that promote hydrate reformation.'*™~7¢ Such effects are not
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presently included in reservoir models, and one of the challenges
in the field is the incorporation of such information from
atomistic simulations into the macroscale models.
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